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We have developed a model for analysing X-ray Thomson scattering (XRTS) data from large scale, inhomo-
geneous plasmas created during ultra-high pressure implosions at the National Ignition Facility (NIF) in a
spherically convergent geometry. The density weighting of the scattered signal and attenuation of the incident
and scattered x-rays throughout the target are included using radial profiles of the density, opacity, ionization
state, and temperature from radiation hydrodynamics simulations. Simulations show that the uncollimated
scattered signal is strongly weighted toward the bulk of the shocked plasma and the Fermi degenerate material
near the ablation front. We show that the scattered signal provides a good representation of the temperature
of this highly nonuniform bulk plasma and can be determined to an accuracy of ∼ 15% using typical data
analysis techniques with simple 0D calculations. On the other hand, the mean ionization of the carbon in
the bulk is underestimated. We suggest that this discrepancy is due to the convolution of scattering profiles
from different regions of the target. Subsequently, we investigate modifications to the current platform to
minimise the impact of inhomogeneities, as well as opacity, and also to enable probing of the conditions in
the compressed core region.

PACS numbers: 52.25.Os, 52.25.Kn, 52.70.-m

I. INTRODUCTION

Thomson scattering has been developed over recent
years to provide a robust and flexible diagnostic capa-
bility for a wide range of experimental conditions per-
taining to high power laser-plasma interactions1–4, warm
dense matter5–8 studies, laboratory astrophysics9,10 and
inertial confinement fusion (ICF) plasmas12,13. Using
Thomson scattering, simultaneous measurements of tem-
perature, density and charge balance are made possible
by fitting synthetic theoretical spectra to experimental
data14,15. Naturally, the accuracy of the diagnostic is
constrained by many factors, of which the theoretical
basis of the underlying physics model is paramount. In-
tensive development has resulted in significant progress,
in the description of, e.g., nonideal and nonequilibrium
states as well as geometrical considerations16–23.

In this paper, we present a rigorous approach to mod-
elling the spectrum of x-ray Thomson scattering (XRTS)
expected from an ongoing series of experiments at the
National Ignition Facility (NIF)24 which aim to mea-

a)Electronic mail: david.chapman@awe.co.uk

sure the equation of state (EOS) of matter under ex-
treme conditions25. Such conditions are challenging to
realise experimentally and model theoretically. Measure-
ments is this regime are of great importance for bench-
marking and validation of state-of-the-art computational
techniques. In these experiments, a series of convergent
shocks are utilised in hohlraum-driven, millimetre-scale
plastic spheres, creating pressures approaching 1 Gbar
at a radius of 50 µm and > 1 Gbar in the core region of
the targets upon shock stagnation. Naturally, the pas-
sage of such strong shocks leads to highly inhomogeneous
plasma conditions throughout the volume illuminated by
the probe, significantly complicating the calculation of
the expected scattering signal observed by the detec-
tor. Furthermore, the transport of the probe through the
opacity profile of the dense matter may also influence the
shape of the theoretical spectrum.

In order to properly account for such complexities, a
high-fidelity numerical model is developed, which directly
post-processes radiation-hydrodynamics calculations of
the implosion. We find that strong gradients in den-
sity, temperature and ionization significantly modify the
XRTS spectrum. For example, the width of the inelas-
tic Compton feature becomes highly convoluted due to
the contributions of distinct regions of the plasma. We
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also account for the transport in 3D of the incident and
scattered x-rays via simple ray tracing and show that the
shape of the inelastic feature is not significantly affected.
On the other hand, we find that the opacity of the target
substantially reduces the absolute scattered power and
also decreases the ratio of elastic to inelastic scattering.

To investigate the importance of detailed modelling
to data analysis, we apply χ2 fitting to synthetic data
(constructed from our full 3D calculations) based on a
simple 0D model. We find that fitting to the Comp-
ton feature reproduces the electron density-weighted av-
erage temperature to less than 7%, with an uncertainty
of ca. 15%. In contrast, the uncertainty of the mean car-
bon ionization state is only 5%, but yields a fitted value
which underestimates equivalent average by 13%. Thus,
we demonstrate the importance of detailed modelling of
XRTS from highly nonuniform dense plasmas.

II. GBAR EOS PLATFORM AT NIF

Recently, we reported on the development of an
experimental platform to study the EOS of poly(α-
methylstyrene) plastic at ultra-high pressures at NIF25.
The experiments use a platform based on the well-
characterised 1D convergent ablator (1D ConA) de-
sign developed during the National Ignition Campaign
(NIC)26–28. The hohlraum is driven by 184 beams in 46
quads with a total energy of 1.3 MJ at a wavelength of
351 nm, yielding radiation temperatures of up to 280 eV.
The resulting radiation drive launches a series of four
shocks which coalesce in-flight to produce a single strong
shock that implodes the plastic sphere. The remaining
8 beams are directed to a 5 µm thick Zn backlighter foil
mounted 6 mm from the outer hohlraum wall, produc-
ing He-α radiation peaked around 9 keV. Radiation-
hydrodynamics simulations using the NIC design code
HYDRA29,30 suggest that pressures in excess of 1 Gbar
are reached upon shock convergence (see Fig. 1(a)), with
densities and temperatures approaching 40 g cm−3 and
2 keV, respectively.

The implosions are diagnosed using streaked x-ray ra-
diography and also scattering of the backlighter probe.
The radiography is used to determine the shock speed,
mass density and opacity profiles via a novel profile
matching technique35. The pressure at the shock front is
then inferred from the Rankine-Hugoniot relations. The
XRTS measurement is made after peak compression us-
ing a specially designed mono-angle crystal spectrometer
(MACS)36 with a temporal resolution of ∼100 ps, result-
ing in a well-defined scattering angle of ϑ = 84.5◦ which
accesses the non-collective response of the plasma. Thus,
the shape of the downshifted inelastic feature provides a
direct measurement of the momentum distribution of the
electrons31. For the non-degenerate states we expect to
create, such a measurement is directly correlated with
the plasma temperature. Furthermore, information on
the mean ionization state is attainable via the ratio of

Corona

Unshocked
material

Stagnating
shock

Ablator

(a)

10−1

1

10

102

103

104

T
[e
V
]

1022 1023 1024 1025 1026

ne [cm
−3]

tstag − 0.4 ns
tstag − 0.2 ns
tstag + 0.1 ns
tstag + 0.3 ns

P id
e > 1 Gbar

Γee > 1

Cei > 0.1
ΓHH > 1

ΓC+6C+6 > 1

De > 1

α > 1

High density

shocked core

Bulk of shocked
material

Fermi degenerate
ablation region

Isothermal blow off
coronal plasma

(b)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.
01

×
ρ

[g
cm

−
3
],
T

[k
eV

]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

5.5

6.0

Z̄
f C

0.0 0.1 0.2 0.3 0.4 0.5 0.6

r [mm]
0.0 0.1 0.2 0.3 0.4 0.5 0.6

ρ
T
Z̄C

t = tstag + 0.1 ns

FIG. 1. (Colour online) (a): Cell trajectories from 1D HY-
DRA calculation on the ne –T plane for several times pre-
and post-stagnation time, tstag. Contours for the coupling
parameters, Γaa = 〈Vaa〉 / 〈Ka〉 = 1, for the ions (solid red)
and electrons (dashed blue), electron degeneracy parameter,
De = neΛ3

e = 1, (dot-dashed green) and electron-ion colli-
sion parameter, Cei = νei/ωpe = 0.1, (dash-double dotted
orange) are shown. States achieving an ideal electron pres-
sure P id

e > 1 Gbar (long dashed purple) occur in the centre of
the target after shock convergence. (b): Radial mass density
(solid red), temperature (dashed blue) and ionization pro-
files (dash-dotted green) immediately after shock stagnation,
t = tstag + 0.1 ns, show several distinct regions and strong
gradients produced during the implosion.

elastic to inelastic scattering.

Previously XRTS experiments have been focused on
probing a relatively homogeneous volume of plasma
throughout the duration of the measurement14,32–34.
This has made data analysis using 0D codes, which con-
sider only a single set of plasma conditions as inputs, rea-
sonably robust. If, however, we wish to probe a plasma
that is driven out of equilibrium37,38, probed on ultra-
short time scales22,39,40 or produced with strong gradi-
ents in the sampled volume10, significant difficulties in-
terpreting the scattered signal can arise.
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Relative to the rapid equilibration time of the shocked
matter11, the hydrodynamic evolution of the target is
sufficiently slow for the plasma to be locally treated in
equilibrium, although convergence effects lead to strong
radial plasma gradients over large scale lengths. Figure
Fig. 1(b) shows several distinct regions which are pro-
duced by the passage of the shock, which persist through-
out the duration of the backlighter. Specfically, the Gbar
states of interest occur in a high-density, hot core of ra-
dius . 50 µm, surrounded by a larger bulk of shocked
plasma at 8× compression and around 100 eV. In the
ablator shell, the density profile peak exceeds 12× com-
pression whilst remaining at low (∼10 eV) temperature
due to the low adiabat implosion provided by the four-
shock pulse shape. Outward, a quasi-isothermally ex-
panding corona of high temperature, low density blow-
off plasma envelops the target. Since the scattering
spectrometer views the entire target through the upper
LEH, the observed XRTS spectrum will reflect the total
spatially-integrated scattering from this highly inhomo-
geneous plasma.

III. THEORETICAL DESCRIPTION OF X-RAY
THOMSON SCATTERING SIGNALS FROM
INHOMOGENEOUS MULTICOMPONENT PLASMAS

Thomson scattering from inhomogeneous plasmas has
previously been considered in high temperature laser-
produced plasmas probed with optical41,42 and UV43

lasers, optically-pumped XUV sources44, and WDM
probed with soft x-ray free electron lasers45. In all
cases, significant effects on the shape of the excita-
tion spectrum for both ion acoustic and plasmon modes
have been shown to result from gradients in the plasma
conditions46,47. In dense, high-opacity samples the at-
tenuation of the probe due to bound-free transitions and
photoionization must also be considered48.

In general, the differential power spectrum of radiation
scattered by an inhomogeneous volume of plasma, V, as
observed by a spatially integrating detector is given by

∂2Ps(k, ω)

∂Ω∂ω
∝
∫

V
dr n̄i(r)

∂2σ(k, ω; r)

∂Ω∂ω
∗ I(ω, r), (1)

in terms of the energy and momentum shifts ~ω = ~ωi−
~ωs and ~k = ~ki−~ks, respectively. Here, the ∗ symbol
denotes convolution in the frequency domain.

The range of wave numbers probed over the range of
the spectrometer is k = (k2

s + k2
i − 2kski cosϑ)1/2, where

the scattering angle ϑ is determined by the experimental
geometry. Dispersion of the x-rays at a given point in the
sample can be approximately accounted for via ki.s(r) =
(ω2
i,s−ω2

pe(r))1/2/c, where ωpe(r) = (e2ne(r)/ε0me)
1/2 is

the local plasma frequency.
The double-differential cross section describing

the probability of scattering the incident photons,
∂2σ(k, ω; r)/∂Ω∂ω, is weighted by the mean ion density

distribution, n̄i(r), and convolved with the local x-ray
intensity profile, I(ω, r). The cross section is given by49

∂2σ(k, ω; r)

∂Ω∂ω
=σT (ωi/ωs)

2Z̄A(r)Stot
ee (k, ω; r), (2)

where σT = 6.65 × 10−29 m2 is the Thomson scattering
cross section for a single electron, Z̄A(r) is the local mean
atomic number of the plasma and Stot

ee (k, ω; r) is the local
total dynamic structure factor (DSF) of the electrons.

The DSF describes the microscopic spatio-temporal
correlations between all the electrons in the fully cou-
pled many-body system. For partially ionized, multi-
component plasmas probed with x-rays the well-known
expression due to Chihara50 is generalised according to

Z̄A S
tot
ee (k, ω) =WR(k)δ(ω) +WC(k, ω), (3)

in which the weights of the elastic ‘Rayleigh’ scattering
term is20,51

WR(k)=
∑

ab

√
xaxb

[
fa(k)+qa(k)

][
fb(k)+qb(k)

]
Sab(k), (4)

and the inelastic ‘Compton’ term is

WC(k, ω)=
∑

a

xaZ
f
aS

0
ee(k, ω) +

∑

a

xaZ
b
a S̃ae(k, ω). (5)

Here, xa = na/
∑
a na are the concentrations of ion

species a and Zfa and Zba are the numbers of free and
bound electrons per ion, respectively. The mean ioniza-

tion of the plasma is then Z̄fi =
∑
a xaZ

f
a .

The Rayleigh feature (4) contains contributions due to
scattering from electrons in tightly bound states and also
the screening cloud which dynamically follows the ions.
The Fourier densities of these terms are given by fa(k)
and qa(k), respectively and are modulated by the static
ion-ion structure factors Sab(k). In contrast, the Comp-
ton feature (5) corresponds to inelastic scattering from
free electrons, S0

ee(k, ω), and also Raman-like transitions

from bound states into the continuum, S̃ae(k, ω).
Note that in Eqs. (3 - 5) the ions have been treated stat-

ically, such that their dynamical behaviour is described
by a δ-function. Such a treatment is reasonable since col-
lective excitations of the ions (acoustic waves)52,53 cannot
currently be resolved by our spectrometer.

IV. VIXEN NUMERICAL MODEL

By using radiation-hydrodynamics simulations to di-
rectly inform our calculations, we are able to produce
high fidelity predictions of the expected scattering signal
which may be used for forward modelling and bench-
marking. We refer to our approach as VIXEN: Volume-
Integrated X-ray scattering for Experiments with Non-
uniform plasmas.
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We consider a CH plasma in thermal equilibrium com-
posed of electrons and equal number densities of hydro-
gen and carbon ions; the Ge doping of preheat shield-
ing layer (1% by number density)25 is not expected to
be negligible. The hydrogen is assumed to be fully
ionized whereas the carbon ionization is found from
Z̄fC = 2Z̄fi − 1, where Z̄fi is the mean ionization as cal-
culated in HYDRA using the OPAL model54. Two ad-
jacent charge states of carbon are further considered in

order to fulfil electroneutrality, with Zf0
C = floor(Z̄fC)

and Zf1
C = Zf0

C + 1, which are treated as distinct species.
The corresponding densities are given by n0

C = (1− ζ)nC

and n1
C = ζnC, where ζ = Z̄fC − Zf0

C .
Although partitioning the mean carbon ionization into

two adjacent states is amenable for coupling our XRTS
calculations to the HYDRA output, it is not a realistic
description of the true charge distribution in the plasma.
Thus, some error in the description of ion-ion correlations
and the contribution of specific bound states to the DSF
may be introduced. Improving the description of the car-
bon charge state distribution via, e.g. detailed configura-
tion accounting, is beyond the scope of the present work,
but could potentially be incorporated using our general
multicomponent framework.

A. Dynamic structure factor

The free-free component (first term in Eq. (5)) follows
from the fluctuation-dissipation theorem55 in terms of the
density response function. For weakly coupled plasmas,
the latter may be evaluated in random phase approxi-
mation (RPA), whereas strong coupling in the electronic
subsystem and collisions with the ions can be incorpo-
rated within an extended Mermin approach17,56. From
the trajectories shown in Fig. 1(a) an RPA treatment
is reasonable since the plasma remains weakly coupled
(Γee � 1) and effectively collisionless (Cei � 1) follow-
ing shock stagnation. Moreover, for non-collective scat-
tering, i.e. for large k, the DSF of the free electrons,
S0
ee(k, ω), is not sensitive to modifications of the dynamic

screening due to local field corrections. Probing at large k
also allows bound-free transitions to be reliably described
within the impulse approximation (IA)57–59. In par-
ticular, transitions from the L-shell are well-described,
whereas K-shell excitations do not significantly overlap
with the free-free feature60. Thus, the description of the
total inelastic scattering is expected to be robust.

Conversely, the ions remain strongly coupled (Γii & 1)
after the shock, which affects the strength of the elastic
scattering via the partial ion structure factors, Sab(k).
The Rayleigh amplitude therefore represents a poten-
tially large source of uncertainty for estimates of the
ionization balance. Strongly correlated multicomponent
ionic systems can be accurately modelled within the gen-
eralised hypernetted-chain approximation18, which has
been extensively validated against first-principles density
functional molecular dynamics61.
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FIG. 2. (Colour online) Lineouts of the differential scattering
cross section, ∂2σ/∂Ω∂ω, convolved with a Gaussian profile
G(ω) as a function of scattered energy ~ωs for various radii
of interest after peak compression. The vertical line marks
the Compton energy EC = ~2k2/2me for the wave number
probed by our experiment.

The form factors of the tightly bound electrons, fa(k),
can be obtained to high accuracy for ionized, low-Z
materials62 and, moreover, the screening cloud, qa(k),
has recently been investigated for conditions relevant to
our experiment63,64. Once again, probing at large k
lessens the uncertainty due to modelling since the partial
structure factors are close to their ideal plasma values
(Sa=b = 1 and Sa6=b = 0) and the screening cloud is a
small correction to the bound electron form factors.

In Fig. 2, the radial dependence of the scattering pro-
file is shown in each of the distinct regions of the tar-
get (see Fig. 1(b)) immediately after peak compression.
Here, the spectral shape of the x-ray source, which con-
trols the shape of the elastic feature and broadens the
inelastic feature, is approximated using a Gaussian func-
tion G(ω) = (πω2

0)−1/2 exp(−ω2/ω2
0) with characteristic

width ~ω0 = 100 eV.

Clear differences in the total scattering signal from
each region can be seen. The stagnation of the shock
in the core (r . 0.05 mm) yields high densities and tem-
peratures and near full ionization, resulting in a broad
Compton feature due mostly to free-free scattering. The
strong Rayleigh signal from the core is attributable to
the large scale length of the screening cloud around the
near-fully ionized carbon ions, which dominates the elas-
tic scattering.

In the bulk of the shocked material surrounding the
compressed core (r ∼ 0.05–0.45 mm) the steady decay
of the temperature profile is reflected by the significantly
less broadened Compton peak. Moreover, for much of
the bulk region the K-shell of the carbon remains fully
bound, leading to a small red-shifted tail on the Comp-
ton peak due to bound-free transitions and also a strong
enhancement of the Rayleigh scattering intensity.
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In contrast, the weakly heated material behind the ab-
lation front (r ∼ 0.46 mm) yields a Compton feature
whose shape is determined by the free electron density
rather than the temperature, reflecting the transition
from Maxwell-Boltzmann to Fermi-Dirac statistics for de-
generate matter. Moreover, in addition to a pronounced
K-shell bound-free feature, a significant contribution due
to scattering from bound L-shell states is also present
around the Compton energy, EC . Relative to the bulk of
the plasma, the elastic scattering intensity of the abla-
tor material decreases since there are fewer free electrons
screening the ions and also due to the shorter screening
length of the degenerate system. Note that the additional
bound L-shell electrons present in the ablator region do
not meaningfully contribute to elastic scattering at the
large wave numbers accessed by the probe.

Lastly, the shape of the spectrum from the hot, diffuse
coronal blow-off plasma (r & 0.5 mm) shows a strong
temperature dependent Compton peak, dominated by
free-free scattering, as expected. Conversely to the core
region, here the total elastic contribution is significantly
weaker since the screening cloud contribution falls off
with the exponential decay of the density profile.

B. X-ray attenuation

In addition to the cross section described by Eq. (2),
the density and intensity profiles also contribute to the
spatial dependence of the scattered power spectrum (1).
In particular, the spatial variation of the intensity ac-
counts for both the source profile and also the dependence
of the plasma opacity on the temperature and density
profiles. Thus, the photon flux at a given point in the tar-
get is affected by the transport of the x-rays, which can
be followed by ray tracing. Such a scheme was recently
reported by Golovkin et al. in which XRTS calculations14

were integrated into the SPECT3D code23, allowing the
effects of plasma gradients and k-blurring on the scatter-
ing spectrum to be systematically investigated.

In the present experiment, the large scale of the NIF
hohlraum means that the distance from the target to
both the backlighter foil and the detector are much larger
than its characteristic size and, thus, the x-ray source
can be reliably treated as parallel rays scattering through
a constant angle of ϑ = 84.5◦, i.e. source divergence
is not important. Furthermore, the opacity varies only
weakly with frequency over the detection range of our
spectrometer (∼ 7.5–10 keV), such that a single channel
(centred on 9 keV) is sufficient for our calculations.

Considering the opacity at only a single frequency also
serves to significantly simplify our model as the source
spectrum does not need to be modified as it propagates
through the target. Subsequently, the intensity profile
can be separated into

I(ω, r) = I0 Σ(ω)P(r)A(r), (6)

where I0 is the peak intensity, Σ(ω) and P(r) represent

the spectral shape and spatial profile of the emission from
the backlighter foil, respectively, and A(r) represents the
weight of a given point in the target due to the attenua-
tion of both the incident and scattered photons, as seen
by the detector.

The geometry of our model uses a coordinate system
rotated from that of the NIF target chamber such that
the scattering is in the x-y plane with the x-ray source
in the x-z plane. The calculation of the integrand of
Eq. (1) over the full 3D volume of the simulation is con-
structed tomographically by iterating 2D calculations in
the scattering plane over z. Combining Eqs. (1 - 6) the
total scattered power can be written

∂2P 3D
s

∂Ω∂ω
∝σT I0

∫ R

−R
dz

∫ R

−R
dy

∫ R

−R
dx W(x, y, z)

×
[
SR(k, ω; rx y z) + SC(k, ω; rx y z)

]
. (7)

In Eq. (7), R = 1 mm is the radius of the target in the
HYDRA calculation, and we have defined

SR(k, ω) = Σ(ω)WR(k), (8)

SC(k, ω) = Σ(ω) ∗
[
(ωi/ωs)

2WC(k, ω)
]
. (9)

The total weight of the scattering signal from a point in
the target is defined as

W(x, y, z) = ρ(rx y z)P(x, z)A(x, y, z). (10)
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ϑ
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FIG. 3. (Colour online) Graphical representation of x-ray at-
tenuation calculations performed in VIXEN in the plane with
elevation z0. The paths of incident (thin blue vector) and
scattered (thin red vector) rays are shown. The attenuation
on the path r0 → rs is identical to that experienced by an
incident ray propagating in reverse (dashed thin blue vector).
Under coordinate rotation this is also equivalent to the at-
tenuation along the path r′i → r′0 (thin green vector). The
shaded regions contain no data from the HYDRA simulation
since rx y z > Reff(z0) = (R2 − z2

0)1/2 and are assumed to be
perfectly transmissive.
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For simplicity, it is convenient to consider the case of
uniform illumination, i.e. P(x, z) = 1.

The radially symmetric density profile and scattering
contributions SR and SC are easily interpolated into the
Cartesian simulation space using rx y z = (x2+y2+z2)1/2,
with W(x, y, z) = 0 for rx y z > R. Conversely, the at-
tenuation term is, in general, a complicated function of
position in the 3D volume. We decompose it into the
product A(x, y, z) = Ain(x, y, z)×Asc(x, y, z), where the
first term corresponds to the attenuation of incident par-
allel rays moving into the target in the scattering plane
and the second term gives the attenuation of the scat-
tered rays as seen from the detector.

Figure 3 illustrates the method by which the transport
and propagation of the probe are considered. Here, an
incident ray is shown propagating from a point on the
rear boundary of the simulation box ri = {x0,−R, z0}
along the y-direction to a point of interest in the target
r0 = {x0, y0, z0}. The cumulative attenuation experi-
enced by photons along this path is given by the Beer-
Lambert law

Ain(x0, y0, z0) = exp

[
−
∫ y0

−R
dy ρ(rx0 y z0)κ(rx0 y z0)

]
,

(11)
where κ is the local opacity at ~ω = 9 keV.

Subsequently, the ray is scattered from r0 toward the
detector, exiting the plasma at rs, and is further at-
tenuated. Since the HYDRA simulations are radially
symmetric, then from the perspective of the detector
the weight of r0 is decreased by a fraction equivalent
to that of an incident ray propagating in reverse from
a virtual source at the detector (see Fig. 3). Thus, the
attenuation of the scattered ray can be found by a co-
ordinate rotation, i.e. Asc(x, y, z) = Ain(x′, y′, z), where
x′ = x cosψ + y sinψ and y′ = −x sinψ + y cosψ, with
the angle of rotation ψ = π − ϑ.

C. 3D weighting distributions

Multiplying the total attenuation by the density pro-
file and iterating the calculation illustrated in Fig. 3 over
all z in the simulation space builds a 3D map of the to-
tal weighting function throughout the target. Fig. 4(a)
shows a three-slice through W(x, y, z) immediately after
shock stagnation. In this image the x-ray probe is inci-
dent from the right and is scattered through a uniform
angle at every point toward a detector located above the
simulation space (in the positive x direction).

A contour map of the scattering (x-y) plane for z = 0
is shown in Fig. 4(b) . The thin white region (for refer-
ences to colour the reader is referred to the online arti-
cle) on the detector-facing hemisphere of the illuminated
side of the target (upper right quadrant) corresponds to
the high-density material just behind the ablation front.
The high weight of this region reflects the short overall
path length the x-rays take through low-opacity plasma
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FIG. 4. (Colour online) (a): 3D view of the total weight-
ing function, W(x, y, z), of a uniformly illuminated target
(P(x, z) = 1) due to both attenuation and density imme-
diately following shock stagnation t = tstag+0.1 ns. (b): 2D
slice through the scattering (x-y) plane at z = 0. The colour
scale indicates regions contributing low (black-purple) and
high (red-white) weight to the Cartesian integration in Eq. (7)
and is the same in both plots.

and also its high density weighting. A region at smaller
radii with relatively high weight is also present in the
same quadrant, corresponding to scattering from the re-
bounding shock front. Conversely, the coronal plasma
contributes only a very small proportion to the total scat-
tering. This is entirely due to the low density weighting
of the blow-off plasma since its opacity is negligible.

The effect of the opacity of the compressed target is
manifest in the asymmetry of the weighting function with
respect to the illuminated and unilluminated sides of the
target, with a strong ‘shadow’ being cast behind the ball
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from the perspectives of both the x-ray source and the
detector. The strength of the shadow also notably in-
creases following shock convergence as the opacity of the
core reaches a maximum.

V. RESULTS

Having calculated the spatial dependence of the com-
ponents of the scattering spectrum and the weighting
function, the 3D integration is straightforward to per-
form. Thus, plasma inhomogeneities and the transport
of the probe x-rays throughout the target can be rigor-
ously accounted for in the expected signal from our exper-
iment. Figure 5 shows the spatially integrated scattered
power according to Eq. (7) during the stagnation phase
and subsequent rebound of the shock. The spectral shape
of the backlighter (see inset) has been taken from mea-
surements of Zn He-α emission from laser-driven brass
foils at the Omega laser65.

Clearly, the spectral shape of the spatially-integrated
power spectrum does not significantly change during
shock stagnation. Specifically, post-stagnation the spec-
trum does not show any noticable enhancement of the
red-shifted wing of the Compton feature, as would be
expected for the high temperature, nondegenerate states
created in the compressed core. This behaviour is read-
ily understandable via the 3D weighting distributions;
the domininant contributions to the signal come from the
large volume of bulk plasma and the shell of high-density
material in the ablator, both of which remain in quasi-
steady states throughout the simulation. In these regions

the carbon is relatively weakly ionized, Z̄fC = 3 – 4, mean-
ing that bound electrons play an important role. The
lack of evolution of the spectral shape with the plasma
conditions is therefore also partly due to the theoreti-
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FIG. 5. (Colour online) Time evolution of the total spatially
integrated scattered power spectrum between tstag−0.4 ns and
tstag + 0.3 ns for a typical Zn He-α source (inset). Successive
times are artificially offset in the y-axis.
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(a)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

∂
2
P
s
/∂

Ω
∂
ω

[A
rb

.
u
n
it

s]

8.0 8.2 8.4 8.6 8.8 9.0 9.2 9.4 9.6 9.8 10.0

~ωs [keV]

t = tstag + 0.1 ns

Perfectly transparent
(1D) case κ = 0
Full 3D calculation
including opacity
Full 3D result× 3.5

(b)

0

5

10

15

20

25

30

35

40

r2
W

r
(r
)
[m

m
2
g
cm
−
3
]

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

1.1

1.2

∫
d
ω
S R

(k
,ω

)
/
∫
d
ω
S C

(k
,ω

)

0.0 0.1 0.2 0.3 0.4 0.5 0.6

r [mm]

Radial weighting without opacity (1D)
Radial weighting with opacity (3D)
Full 3D result × 3.5
ω-integrated elastic/inelastic ratio

FIG. 6. (Colour online) (a): Comparison of VIXEN calcula-
tions without (solid red) and with (dashed blue) x-ray atten-
uation due to the opacity profile of the target. Scaling the
calculation including opacity (dot-dashed green) reproduces
the shape of the Compton feature for the perfectly transpar-
ent case, but not the relative amplitudes of the Rayleigh and
Compton peaks. (b): Angularly averaged weighting function
as a function of radius for the same time as panel (a). The
elastic/inelastic scattering ratio is also plotted.

cal models presently used to describe the contributions
bound electrons; the ionic form factors, fC(k), and the

dynamic bound-free terms S̃Ce(k, ω), are insensitive to
changes in the temperature and density.

A. Importance of opacity

The significance of the role played by accounting for
attenuation of the x-rays on the total scattered signal
can be gauged by comparing our results to calculations
in which the opacity is set to zero. In this case, Eq. (7)
can be re-written in terms of a 1D radial integration (once
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more assuming uniform illumination, i.e. P = 1)

∂2P 1D
s

∂Ω∂ω
∝σT I0

∫ R

0

dr r2 4πρ(r)

×
[
SR(k, ω; r) + SC(k, ω; r)

]
. (12)

At peak compression, where the opacity of the target is
highest, we find the absolute intensity of the full 3D cal-
culation is reduced by a factor of ∼ 3.5 compared to the
1D (κ = 0), completely transparent estimate, as shown
in Fig. 6(a).

Another potentially significant consequence of the
opacity can be seen when the 3D result is scaled to re-
produce the height of the Compton feature of the 1D
calculation. Although the shape of inelastic peak is neg-
ligibly affected, we find that the ratio of elastic to inelas-
tic scattering is anomalously reduced by ca. 10% when
x-ray attenuation is accounted for. Integrating the total
weighting factor of the 3D calculation,W(x, y, z), over all
angles θ and φ gives an average radial weighting factor

Wr(r) =

∫ 2π

0

dφ

∫ π

0

dθ sin θW(x, y, z). (13)

Comparing the above to the perfectly transparent case
(which gives Wr(r) = 4πρ(r)), and additionally weight-
ing by r2 for the cell volume scaling, shows a strong rela-
tive decrease (see Fig. 6(b)) in the mean radial weighting
of the inner parts of the target due to attenuation.

Plotting the ratio of the frequency-integrated total
elastic and inelastic scatter shows a large peak in the
ablator at r = 0.47 mm, where the shape of the radial
weighting is, on average, not heavily influence by atten-
uation. Naturally, here the scaled 3D radial weighting
agrees well with the 1D case. A second, broader peak
can also be seen between 0.15 . r . 0.4 mm, which
arises due to the scaling of the screening cloud with the
increasing temperature toward the core. Note that the
latter is, however, only a small correction to the temper-
ature and density-independent structure of the K-shell,
which is the dominant contribution to the Rayleigh scat-
tering amplitude at large k for weakly ionized states. In-
deed, the peak begins to abruptly drop for r < 0.22 mm,

where ZfC ≥ 4, as the elastic scattering is K-shell begins
to ionize. Clearly, the relative weighting of this region
is prominantly reduced when opacity effects are consid-
ered. Thus, the uncertainty of XRTS measurements of
the mean ionization state using the ratio of elastic to in-
elastic scattering may be larger than anticipated if opac-
ity effects are not accounted for.

VI. SYNTHETIC DATA FITTING

Finally, we briefly investigate the applicability of typ-
ical data analysis methods to the proposed experiments
using the technique of χ2-minimisation66,67. Synthetic
data sets representative of the XRTS signal we expect
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FIG. 7. (Colour online) (a) χ2 goodness of fit metric between
synthetic experimental data and 0D calculations, as a function
of temperature and carbon charge state for 8 g cm−3. (b)
Comparison of synthetic scattering signal (noisy solid grey
curve) to 0D calculations at the best fit conditions (solid red)
and with variations to T (lower set of curves) and Z̄C (upper
set of curves) within the limits of the estimated uncertainties.

to observe in our experiment are produced by adding an
appropriate level of random normally-distributed noise
to the 3D-integrated VIXEN calculations. The resulting
noisy scattering profile is then fitted using 0D calcula-
tions, i.e. calculations of the scattered power spectrum

for a single set of input conditions {Z̄fC, T, ρ}, based on
the core physics model of the VIXEN code

∂2P 0D
s

∂Ω∂ω
∝ σT I0 V ρ

[
SR(k, ω) + SC(k, ω)

]
. (14)

Note that similarly to the 1D approach, Eq. (12), the
attenuation of the probe is not taken into account in the
0D model.

The χ2 parameter68 is calculated between the 0D cal-
culations and synthetic data over a range of carbon
charge states and temperatures. The range of energies
over which the fit is performed is limited to the Comp-
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ton peak, 8.3 ≤ ~ωs ≤ 8.85 keV. This is done to mit-
igate both model uncertainties in the description of the
Rayleigh weight and opacity effects, which we have shown
to primarily affect the elastic scattering amplitude (see
Fig. 6(a)). Instead, WR(k) is constrained to reproduce
the ratio of inelastic to elastic scattering given by the in-

put 3D VIXEN calculation over the whole Z̄fC –T space.
Decomposing elastic and inelastic contributions via the
Chihara formula (3) one finds an ‘ideal’ Rayleigh weight

WR(k) =
RSC(k, ωC)− SC(k, ωi)

Σ(ωi)−RΣ(ωC)
, (15)

whereR is the relative amplitude of the input 3D VIXEN
calculation at the incident x-ray frequency ωi and Comp-
ton frequency ωC .

The input mass density is not varied in the fitting pro-
cedure since the density profile will be obtained indepen-
dently from analysis of the radiographic data in our ex-
periments. Within the accuracy of the radiography anal-
ysis an uncertainty in the mass weighted density can be
conservatively given as δ〈ρ〉elec/〈ρ〉elec = 7.5%. Changes
to the input density on this level result in marginal
changes to the location of the best fit. Thus, we expect
that the main uncertainty in temperature and ionization
measurements using XRTS will come from the fitting pro-
cedure itself.

Since the x-ray scattering intensity is weighted to-
ward regions with greater numbers of electrons (free and
bound), the appropriate conditions against which the 0D
fitting results should be compared are the total electron
density-weighted averages predicted by the HYDRA sim-
ulations

〈X〉elec =

∫ R
0

dr 4πr2 ntot
e (r)X(r)

∫ R
0

dr 4πr2 ntot
e (r)

. (16)

Here, X(r) stands for the plasma parameter profiles of
interest, i.e. temperature and carbon charge state, and
the total electron density is ntot

e = Z̄An̄i.
Figure 7(a) shows the χ2 goodness of fit metric as a

function of the temperature and mean carbon ioniza-
tion. The electron density-weighted average mass den-
sity of the target following peak compression is 〈ρ〉elec =
8 g cm−3. A global minimum is clearly present, yield-

ing T fit = 67 eV and Z̄f fit
C = 3.3. For comparison, the

density-weighted average temperature and carbon ioniza-
tion at this time, obtained from the HYDRA simulation,

are 〈T 〉elec = 72 eV and 〈Z̄fC〉elec = 3.8. The contours
are determined from the cumulative χ2 probability den-

sity function and define the regions of Z̄fC –T space that
can be fitted to the specified level of confidence. The
boundaries of the 99.9% contour then serve to estimate
the uncertainty in the temperature (∼±15%) and mean
carbon ionization (∼±5%) to the aforementioned confi-
dence. The greater relative sensitivity of the fit to the
carbon ionization is not unexpected given the important
role of bound electrons in the regions which contribute

most strongly to the scattering. However, varying either
fitting parameter independently within the level of un-
certainty shows that clear deviations from the optimum
fit can be distinguished (see Fig. 7(b)).

We find that 0D fitting of the synthetic experimental
data yields an estimate of the electron density-weighted
average temperature that is within the demonstrated un-
certainty. However, the fit underestimates the equivalent
average ionization outside of the uncertainty. Since opac-
ity effects have been effectively removed as a source of
error from the fitting procedure, this suggests that the
plasma gradients, which are not accounted for in the 0D
model, are the source of this discrepancy. Such a result
illustrates the importance of detailed modelling of XRTS
from such highly nonuniform, dense plasmas. Further-
more, it shows that the gradients in the sampled volume
must be carefully controlled if XRTS is to be used to
make measurements which are correlated with physically
meaningful conditions in our experiment.

VII. DISCUSSION

The analysis presented in this work demonstrates the
sensitivity of the scattering signal to regions of high den-
sity at large radii. If the scattered signal is uncollimated,
we find that the temperature and mean charge state as
determined by XRTS measurements to be heavily influ-
enced by the conditions in the bulk of the shocked plasma
behind the ablation front. To mitigate the issues asso-
ciated with plasma gradients and opacity, and also to
preferentially probe conditions near the compressed core
of the target, we consider several modifications to the
existing platform:

1. A revised ‘two-shock’ pulse shape has been proposed
in order to produce a smoothly decreasing density pro-
file. This pulse shape is expected to achieve similarly
high pressures in the core with less target mass at larger
radii. Thus, the density peak in the ablator region (see
Fig. 1(b)), which is chiefly responsible for the large un-
certainties of our χ2 analysis, will be mitigated.

2. The complexities of modelling the x-ray attenua-
tion, and any resulting the impact of robust data analy-
sis, could be further diminished by using a higher energy
x-ray source, e.g. the molybdenum He-α line at 18 keV.
This would also serve to lessen the decrease in the ab-
solute scattered signal intensity. On the other hand,
the number of photons recorded by the detector would
be significantly decreased since the second order Bragg
diffraction of the crystal must be used, resulting in lower
signal-to-noise levels.

3. An important consideration for realistic data analy-
sis of a typical high-efficiency crystal spectrometer is the
spectral broadening resulting from the relatively large
scattering source volume (source broadening). Since the
spatial signal weighting is asymmetric due to opacity ef-
fects, the broadening recorded by the spectrometer will
also be asymmetric. Moreover, different spatial regions
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emit different scattering spectra. This additionally influ-
ences the source broadening and underlines the impor-
tance of covering the problem in three dimensions. To
reduce the impact of these effects, the scattering diag-
nostic could be moved to the equatorial plane inside the
NIF target chamber, where larger scattering angles can
be realised. This modification would increase the spectral
separation of Rayleigh and Compton scattering features,
thus reducing the affect of the source broadening.

4. In order to better sample the core region, the x-
ray entrance slit in the hohlraum wall could be replaced
with a pin hole. Whilst this would limit the photon flux
into the target, it would effectively collimate the x-rays
toward the core.

5. Finally, We note that more uniform sample condi-
tions could be created by imploding spherical shells in-
stead of solid spheres, although at the expense of the peak
pressure. Scattered from compressed shells have recently
been successfully demonstrated using a direct drive con-
figuration at the Omega laser59.

VIII. SUMMARY

In summary, we have developed a robust numeri-
cal framework for modelling x-ray Thomson scattering
(XRTS) from large-scale, high density plasmas produced
by multiple converging shocks at the NIF. Our model ac-
counts for the substantial gradients in temperature, den-
sity and ionization level produced by the passage of the
shocks and the effect of the plasma opacity on the trans-
port of the diagnostic probe. We show that the shape
of the scattered spectrum is not strongly affected by the
transport of the x-rays through the dense plasma, but
the absolute signal decreases when opacity is considered,
as expected.

We showed that fitting 0D calculations to synthetic ex-
perimental data produced by our 3D modelling yields a
best fit temperature which is close to the electron density-
weighted average given my radiation-hydrodynamic mod-
elling. On the other hand, we find that the ioniza-
tion state predicted by simple 0D fitting is significantly
smaller than the equivalent density-weighted average.
This is due to large plasma gradients leading to the con-
volution of scattering spectra from different regions of the
target, and cannot easily be accounted for in a simple 0D
model. In order to mitigate such difficulties, we suggest
several modifications to the laser drive, x-ray source and
experimental geometry. We expect that the modifica-
tions discussed will minimise the uncertainties associated
with scattering from strongly inhomogeneous targets and
optimise the platform for XRTS measurements.
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34T. Ma, T. Döppner, R.W. Falcone, L. Fletcher et al., Phys. Rev.
Lett. 110, 065001 (2013).

35D. Swift, J. Hawreliak, D. Braun, A.L. Kritcher et al., AIP Conf.
Proc. 1426, 477 (2012).
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56A. Selchow, G. Röpke, A. Wierling, H. Reinholz et al., Phys.
Rev. E 64, 056410 (2001).

57M. Schumacher, F. Smend and I. Borchert, J. Phys. B: Atom.
Molec. Phys. 8, 1428 (1975).

58G. Gregori, S.H. Glenzer, F.J. Rogers, S.M. Pollaine et al. Phys.
Plasmas 11, 2754 (2004).

59L.B. FLetcher, A.L. Kritcher, A. Pak, T. Ma et al., Phys. Rev.
Lett. 112, 145004 (2014).

60B.A. Mattern and G.T. Seidler, Phys. Plasmas 20, 022706 (2013).
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